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Abstract—Many emerging applications are based on group communication model and many group communications like multimedia distribution and military applications require a security infrastructure that provides multiple levels of access control for group members in which group members are divided into a number of subgroups and placed at different privilege levels based on certain criteria and a member at higher level must be capable of accessing communication in its own level as well as its descendant lower levels and converse is not true. Two key management schemes have been developed to provide hierarchical access control: first method is key-based and the second one is share-based. Constructing a hierarchical group communication model based on secret shares is more flexible rather than using keys. In this paper we use share-based key management scheme and propose to reduce the storage at higher level users as compared to the scheme proposed by Dexter et al. by reusing a part of the pre-positioned information as common for all the layers in the system. We compare the storage and encryption cost of our scheme with the scheme proposed by Dexter et al. We also address periodic group rekeying.
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I. INTRODUCTION

Many emerging applications like secure audio and visual broadcasts, pay-per-view, scientific discussion, teleconferencing are based on group communication model. Several users participate in these applications and multicast communication is an efficient means of distributing data to a large group of participants [7], [12], [18], since it reduces the demands on network and bandwidth resources. But, the communication among these participants must be carried out confidentially. Thus, a common key known as group key or secret key must be established with all the users in the group, so that any group member can encrypt the message using this key and all others can decrypt the message using the same key. The group being dynamic in nature, allows member join and leave events. Efficiently managing group key for large, dynamically changing groups is a difficult problem. Every time when a new member joins the group, the group key must be changed in order to provide backward access control (i.e., new members should not be able to access past communication). In the same manner, when a user leaves the group, the group key must be changed so that leaving member cannot have access to future communication that takes place between remaining group members, known as forward access control. This group key updating process is referred to as rekeying.

Rekeying process involves changing the group key whenever there is a membership change and distributing it among members of the group in a secure manner. To communicate changed key among group members securely, rekey messages are constructed, encrypted and multicast to the group. The overhead involved in rekey operation i.e., key updation, number of encryptions performed and communication cost must be minimum and should be independent of the group size, which improves scalability.

Several secure group key management techniques have been proposed to support scalable secure multicasting [15], [29], [16], [21]. In a typical multicast key management scheme, there is a trusted third party, known as Key Distribution Center (KDC). This single trusted centralized entity is responsible for generating and distributing keys securely to the group members. Among the schemes which involve KDC [3], [29], [17], [11], the scheme proposed by Wong et al. in [29] is most efficient and is widely used since it improves scalability. The scheme uses a hierarchical tree structure in which users are maintained at the leaf level and every user is assigned with keys along the path of its location till the root. Besides group key, the KDC shares auxiliary keys known as Key Encryption Keys (KEKs) and these are used solely for the purpose of updating the group key and other KEKs. In addition, every user shares a private key that is known by itself and the KDC.

Hierarchical tree structure is also used in Centralized Key Management with Secret Sharing (CKMSS) [9], [10]. In this scheme, KDC considers a \( t \) degree (\( t \) is a non-negative integer) polynomial with the constant term of the polynomial being the secret key. It computes \( t \) distinct shares of the polynomial and stores them at the users known as pre-positioned information. To compute the group key, \((t+1)\) shares of the polynomial are required and this \((t+1)^{th}\) share is sent as an activating share by the KDC. Once the group key is computed, it is used until a member joins or leaves the group. For every membership change (join/leave), to perform rekey operation, KDC multicasts an activating share to enable the members to compute new group key.
Both the key-based and share-based schemes discussed above are designed for managing keys for a single data stream and for the same category of users. These schemes are not efficient for many multimedia applications that distribute data in multi-layer or multi-object format [20]. Multi-layered or multi-object services comprise of users that subscribe to different objects or layers, or possibly multiple of them. For example, in an HDTV broadcasts, users with normal TV receivers can receive the normal format, while other users with HDTV receiver can receive both the normal format and the extra information needed to achieve HDTV resolution.

Another example can be a multicast scalable video service where the video is encoded into 3 layers: Base Layer (BL), Enhancement Layer 1 (EL1) and Enhancement Layer 2 (EL2). Here, the users can be classified into 3 different groups based on the quality of the movie they purchase. The users purchasing the movie at the basic quality level belong to BL group, users purchasing the movie at the medium-quality level belong to both BL and EL1 groups, whereas the users purchasing the movie at the best quality level belong to all the three i.e., BL, EL1 and EL2 groups. Thus, users with access to higher quality movie must also have access to lower quality ones.

One more application where we need layered approach is in military: Military troop contains different category of militants like Captains, Lieutenants, Sergeants, Corporals, Soldiers etc. and this requires a hierarchical group communication model. Captains are at the higher level, Lieutenants at the second higher level, Sergeants at the level below Lieutenants, Corporals at the next lower level and Soldiers must be at the lowest level as considered in [22]. Soldiers should be able to communicate only with other Soldiers (peer members), whereas Sergeants can communicate with other Sergeants as well as with Corporals and Soldiers, similarly Captains should have access to all the communications that take place between different classes.

To manage this type of scenario, a naïve solution is to extend key-based and share-based tree structure, such as using independent trees for each layer which is inefficient and does not scale well when there are many objects or layers. Hence, we need to have a multi-group key management scheme that exploits the overlap in the memberships of different objects or layers. Two key management schemes have been developed to provide hierarchical access control: The scheme proposed in [25], [24] is key-based, where each layer has its own session key and whenever there is a membership change in any level, corresponding session key is changed and securely transmitted to appropriate group members. The scheme proposed in [5] is share-based in which the secret key is considered as the constant term of a $t$ degree polynomial. This polynomial is evaluated at different points to compute distinct shares. Since the degree of the polynomial is $t$, at least $(t+1)$ distinct shares are required to reconstruct the polynomial using Lagrange’s polynomial interpolation. Based on this principle, for each layer, a polynomial is considered and $t$ distinct shares of this polynomial are stored at the members of that layer (pre-positioned information) and KDC sends $(t+1)^{th}$ share as an activating share so that members can compute group key for that layer by constructing the polynomial and evaluating it at 0. Whenever there is a membership change in any level, KDC just sends a different activating share to the members of that level so that they can compute a new group key for that level.

In this paper we consider the share-based scheme, but try to reduce the storage at the users of the higher level as compared to the storage required in [5]. Remaining part of the paper is organized as follows: Section 2 gives an overview of related work in secure group communication and multi-layer secure group communication. Section 3 describes the new scheme and handles different events, in Section 4 we compare the scheme with other schemes and Section 5 concludes the paper.

II. RELATED WORK

Secure Group Communication: Group key management protocols can be mainly classified into two categories: centralized and contributory. The centralized key management schemes [3], [29], [11], [28], [27], [16] assume a trusted KDC which is responsible for generating and distributing keys to group members. Contributory key agreement schemes [6], [4], [13], [1], [2], [19], [14] require every group member to contribute an equal share to the common secret key. Secret key for secure group communication is computed as a function of all members contribution. Besides these two categories, a decentralized key management scheme proposed in [17] divides the group into several subgroups with a manager for each subgroup. The responsibility of key management is divided among subgroup managers.

The centralized key management scheme proposed by Wong et al. [29], [28] is one of the efficient method which employs a logical key structure to maintain and co-ordinate key generation. It addresses the problem of minimizing number of rekey messages during membership change (join / leave). In this approach KDC maintains a key tree with degree $d$, where each node on the tree corresponds to either member’s private key, or group key or an auxiliary key. This scheme achieves scalable rekeying, which requires $2 \log_d n$ rekeying overhead for user join event and $(d-1) \log_d n$ for user leave event, where $n$ is the group size. The scheme proposed in [15] reduces the overhead during user join event by allowing the users to calculate new key on their own using one-way function. The scheme proposed by McGrew and Sherman in [16] uses a one-way function tree in which keys are generated using one-way functions. In both the schemes rekeying overhead is reduced to $(\log_2 n)$ instead of $(2 \log_2 n)$.

In contributory key agreement scheme no trusted group server exists and this might occur in applications where there is no trust on a single entity, or there are no servers. In this approach all the users contribute their shares for group key computation. The scheme proposed in [14] uses Diffie-Hellman key exchange protocol [6] to compute auxiliary keys and group key. The schemes presented in [13], [8], [26] use logical tree structure and compute group key in $(\log_2 n)$ number of rounds.
These key management schemes are designed for a group communication scenario in which all the group members have the same access privilege. Directly applying these schemes to applications which contain members with different access privileges leads to inefficient solutions.

**Multi-layer Secure Group Communication:** In [22], a military application is considered to illustrate multi-layer secure group communication. Military officers belonging to different categories (Captains, Lieutenants, Sergeants, Corporals, Soldiers etc.) are divided into subgroups and are hierarchically placed one above the other. Higher level officials can have access to the communication between its descendant lower level subgroups. To provide this feature, it uses a one-way hash function to compute a chain of keys. The main idea of using one-way hash function is to relate classes’ keys in such a way that, knowing a key of its own class, a member can compute keys of lower classes. Thus, Captains are given with random key $K$, for the Lieutenants $K$ is hashed once i.e., computed $H(K)$ and sent, for Sergeants $K$ is sent after hashing it twice i.e., $H(H(K))$, Corporals are assigned with a key $K$ which is hashed thrice and Soldiers with $K$ which is hashed four times. If Captains want to access the communication between Sergeants, they hash the key $K$ twice and use it as the key for that level.

In [24], [25], Sun and Liu used tree based hierarchical approach to handle broadcasting multimedia applications in different sets of objects or layers to different groups of users. They consider a multicast scalable video service which is encoded into 3 layers: BL, EL1 and EL2 and defined following two groups: Data Group (DG)- a set of users who receive the same single data stream and Service Group (SG)- a set of users who receive the same set of layers. Video encoding allows three multicast streams to be assigned to three DGs. The users subscribing to highest quality level join all three DGs, the users subscribing to the moderate quality level join BL and EL1 DGs and the users subscribing to the basic quality level join only BL DG. The users subscribing to the same quality level belong to the same SG.

$$D_1, D_2, \ldots, D_M$$ denote DGs, where $M$ is the total number of DGs and SGs are represented by $S_t$, where $t = \begin{bmatrix} i_{1, t}^1, i_{2, t}^1, \ldots, i_{M, t}^1 \end{bmatrix}^T$ is a binary vector having $M$ elements with $i_{j, t}^1 = 0$ or 1, $\prod_{j=1}^{i_{j, t}^1} \neq 0$, and $S_t = \{D_1, i_{1, t}^1\} \cap \{D_2, i_{2, t}^1\} \cap \ldots \cap \{D_M, i_{M, t}^1\}$, where $\{D_j, 0\} = D_j$ and $\{D_j, 1\} = D_j$. These notations are illustrated in Fig.1.

Key management in traditional centralized tree based key management scheme is illustrated in Fig. 2, in which a separate key tree is constructed for each DG. Although it is easy to implement using independent trees, a substantial overhead is introduced due to the overlapping membership in different DGs. When a user leaves the service, all the DGs to which it belongs to must change the relevant keys and if a user switches from one SG, say, $S_{t1}$ to another SG, say, $S_{t2}$, all DGs which include users in $S_{t1}$, but not in $S_{t2}$ need to perform rekeying.

In order to manage the keys of all the subgroups, independent trees are integrated into one key graph in [24], [25] and is shown in Fig. 3. In [5], same key graph structure as illustrated in Fig. 3 is used and for key management, a secret sharing scheme using threshold cryptography is employed, i.e., in this scheme, instead of each node being assigned with a random key as in [24], [25], it is assigned with a set of shares (pre-positioned information). The assignment of unique shares to the nodes allows the generation of new node keys every time a different activating share is multicast.
III. NEW SCHEME

We propose to use the key graph structure as in [24], [25] and we use Shamir’s secret sharing scheme for key management at the group key level and random keys at the subgroup level i.e., auxiliary keys are randomly generated and assigned. In Shamir’s \((t, n)\) secret sharing scheme [23], the secret \(s\) is defined to be the coefficient \(a_0\) of a \(t\) degree polynomial 
\[
P(x) = a_{t-1}x^{t-1} + a_{t-2}x^{t-2} + \ldots + a_1x + a_0,
\]
where the coefficients \(a_0, a_1, \ldots, a_{t-1}\) are the elements of a finite Galois Field \(GF(p)\), and \(p\) is a large prime. The trusted dealer computes the shares \(s_i\) for evaluating the polynomial \(P(x)\) at \(n\) distinct points and securely distributes \(s_i\) to user \(U_i\), \(i = 1, 2, \ldots, n\). The secret \(s\) can be recovered by reconstructing the polynomial 
\[
P(x) = \sum_{i=0}^{t-1} y_i \prod_{0 \leq j \leq t-1, j \neq i} (x-x_j)/(x_i-x_j)
\]
from any \(t\) of the \(n\) shares, and computing \(P(0)\).

In our scheme, we try to reduce the storage at the higher level users as compared to the storage required in [5]. We number the levels from lower level to higher level as 1 to \(M\). During initial group set up phase, KDC considers a \(t\) degree polynomial with the constant term being the secret key, computes \(t\) distinct shares of the polynomial and securely stores them as pre-positioned information at the members belonging to level 1 group. Since all the members in the system belong to this group, they all get these \(t\) shares. For the members to compute the secret key, polynomial must be reconstructed, which requires \((t+1)\) shares and this \((t+1)\)th share is sent by the KDC as an activating share (AS). Thus, all the members can compute the group key for level 1.

The secret key for level 2 group is considered to be a constant term of \((t+1)\) degree polynomial, whose \(t\) distinct evaluation points are same as the evaluation points of the polynomial considered for level 1. Hence, the same \(t\) shares that are supplied as pre-positioned information for level 1, act as pre-positioned information for level 2 group also, but, along with these \(t\) shares, one more share is provided. Thus, users belonging to level 2 group store \((t+1)\) shares and are capable of computing group keys for level 1 and level 2 after receiving an activating share from KDC. To compute group key for level 1, they construct a \(t\) degree polynomial using first \(t\) pre-positioned information and activating share and to compute group key for level 2, they construct a \((t+1)\) degree polynomial using \((t+1)\) pre-positioned information and activating share, evaluate both the polynomials at 0 to get the group keys.

In the same manner, for level 3 group, a \((t + 2)\) degree polynomial is considered whose \((t + 1)\) shares are same as the ones used for level 2 group and one more extra share is provided by KDC. Thus, users of level 2 group store \((t + 2)\) elements from \(GF(p)\). Likewise, as we move up the hierarchy, degree of the polynomial considered is one more than the degree of the polynomial for previous level and users must store just one extra element from \(GF(p)\). Thus, users belonging to level \(h\), \(h = 1\) to \(M\), must store \((t+h)\) elements from \(GF(p)\) and can compute secret keys of levels from 1 to \(h\) by using the same activating share. In the scheme proposed by Dexter et al. in [5], for different levels different sets of pre-positioned information are stored with the users. Thus, users belonging to higher level must store different sets of pre-positioned information of all lower levels, which increases storage at the users. In our scheme, we are reducing this storage cost. As we move up the hierarchy, degree of the polynomial is increased. Though the amount of computation required is more, it increases the resistance of the system to attacks, hence, the system is more secure.

A pre-positioned information is stored in the following format: \((i, P(i), l)\), where \(i = 1\) to \((t+j)\), \(j = 0\) to \((l-1)\), \(l = 1\) to \(M\) (number of levels) and the share \(P(i)\) is the evaluation of polynomial \(P(x)\) at \(i\). Fig. 4 shows an example integrated key graph for three levels in which three independent groups are integrated to form a three level hierarchy. In figure, \(G_1, G_2\), and \(G_3\) represent the roots of independent groups and \(S_1, S_2\) and \(S_3\) are the roots of integrated groups, i.e., \(S_1\) is the root for \(BL\), \(S_2\) for \(EL1\) and \(S_3\) for \(EL2\).

We are addressing the following events after considering three levels:

1. When a new member joins the service.
2. When a member leaves the service or when a member moves from one service level to another service level.

A. Member Join Event

When a new member, \(U_{new}\), joins any group \(i\), \(i = 1, \ldots, M\), keys along the path from the joining point till the root must be changed and conveyed to relevant users. Instead of KDC changing the keys or sending a new activating share, we allow the members of the group \(i\) themselves to compute the new group key and auxiliary keys on their own by applying one-way hash function to the corresponding previous keys. For
the new user, $U_{new}$. KDC unicasts pre-positioned information, auxiliary keys and group keys to the new user after encrypting it with the private key of new user.

**B. Member Leave Event**

If a member leaves any group, keys along the path from leaving position till the root are to be changed. To change the group key, KDC generates and sends a new activating share to the members of levels from $i$ to $j$ and the auxiliary keys in the leaving subgroup must be changed. If a member moves onto a descendant level, say from level $i$ to $j$, (i.e., $i < j$), then extra pre-positioned information meant for levels from $(i + 1)$ to $j$ is inserted as sibling of member $M_i$. If a member leaves any group, keys along the path from leaving position till the root are to be changed. To change the keys along the path till the root, corresponding pre-positioned information must be changed, which leads to $t \times h$ encryptions. Also, pre-positioned information meant for different levels must be changed, i.e., $t \times M$ encryptions. Hence, number of elements encrypted is $(h + M)$.

**C. Member Moving from One Service Level to Another**

If a member moves from one level to its higher level, say from level $i$ to $j$ (i.e., $i < j$), then it must be provided with extra pre-positioned information meant for levels from $(i + 1)$ to $j$. If a member moves onto a descendant level, say from level $j$ to $i$, (i.e., $i < j$), then extra pre-positioned information meant for the levels from $(i + 1)$ to $j$ is inserted as sibling of member $M_j$. In level $j$ subgroup, auxiliary keys possessed by moving member are to be be changed.

For example, in Fig. 4, if a member $M_{12}$ moves from level 2 to level 3, it is inserted as sibling of member $M_{17}$. In the pre-positioned information, the share $(t + 2, P_5(t + 2), 3)$ must be changed to provide backward access control. Following messages are constructed and sent to users:

- KDC → $\{M_{17}, M_{18}\}$ : $[P'_5(t + 2)]_{S_3}, AS$
- KDC → $M_{19}$ : $[P'_5(t + 2)]_{S_3}, [K'_{19-20}]_{K_{19}}, AS$
- KDC → $M_{12}$ : $[P_5(t + 2)]_{K_{12}}, [K'_{19-20}]_{K_{12}}, AS$
- KDC → $M_{11}$ : $[K'_{16-12}]_{K_{16-12}}, [K'_{9-12}]_{K_{9-12}}, [K'_{11-12}]_{K_{11-12}}, [K_{11-12}]_{K_{11-12}}$
- KDC → $M_{13}$, $M_{14}$ : $[K'_{9-16}]_{K'_{9-16}}$

**D. Periodic Rekeying**

If the content has very high value, even though there is no membership change, group key must be changed for all the levels which leaves the attacker with very less time to attack on the current key values. To achieve this periodic rekeying, we propose to send an activating share after every rekey interval, so that all the users can compute new group keys for all the levels to which they belong.

Instead of multicasting the activating share, other efficient method which we propose is to allow the users to compute new group key after every rekey interval just by applying a one-way hash function on the current group keys. This reduces the computation at the users, since it avoids reconstruction of the polynomial.

**IV. Comparison**

Table I gives the comparison of our scheme with the scheme proposed by Dexter et al. in terms of storage and encryption cost. In Dexter et al. scheme [5], each user must store $h$ sets of pre-positioned information ($h$ is the height), where each pre-positioned information contains $t$ shares. In our scheme, each user stores $h - 1$ number of keys for subgroups, and the size of the pre-positioned information varies from $t$ (for level 1 group members) to $(t + M)$ (for level $M$, the highest level group members). In Dexter et al. scheme, if a member leaves the group, in order to change the keys along the path till the root, corresponding pre-positioned information must be changed, which leads to $t \times h$ encryptions. Also, pre-positioned information meant for different levels must be changed, i.e., $t \times M$ encryptions. Hence, number of elements encrypted is $(ht + Mt)$. Whereas in our scheme, keys along the path and activating share are encrypted, thus, it is just $(h + Mt)$.

**V. Conclusion**

Managing multiple groups with overlapped membership is one of the important issue in group communication scenario. We proposed a scheme for such hierarchical group key management using share-based approach. It possible for the members at higher levels to compute the keys for its own
level along with all its descendant levels just by storing extra pre-positioned information. Our scheme is secure, even if a member compromises, it is not possible to get the group key unless activating share is obtained. The storage and computation costs are reduced as compared to Dexter et al. scheme. Periodic rekeying proposed using hashing technique is quite efficient as compared to multicasting an activating share.
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